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In face recognition systems, the task is to compare two facial images and determine whether they come from
the same identity. The rapid advancement of deep learning has significantly enhanced the quality of face recog-
nition systems. Face recognition via deep learning is always treated as a transfer learning task, where networks
are trained to extract deep features from facial images, also known as face embeddings. Modern architectures
and loss functions, such as ArcFace [Deng et al., 2022] and Adaface [Kim et al., 2022], have improved feature
discriminability. Yet these systems often exhibit biases, particularly across different demographic groups. One
possible reason is that training datasets like WebFace260M [Zhu et al., 2021] often lack demographic diversity,
leading to imbalanced representation. Performance disparities across demographic groups have prompted signif-
icant research, with factors such as ethnicity [Vangara et al., 2019] and gender [Albiero et al., 2020] influencing
accuracy. Various datasets such as Racial Faces in the Wild [Wang et al., 2019] and evolving fairness evaluation
methods [Grother, 2022] highlight the complexity of achieving fair face recognition.

This thesis aims to analyze the current literature on bias mitigation techniques in face recognition, us-
ing multiple evaluation metrics to comprehensively assess their effectiveness. Bias mitigation methods in-
clude disentangling sensitive information from face embeddings via adversarial training [Gong et al., 2020,
Morales et al., 2020] to learning less-biased face representations. Techniques like cluster-based large-margin
local embedding loss [Huang et al., 2019], networks based on reinforcement learning [Wang and Deng, 2020],
and other [Yang et al., 2021, Gong et al., 2021, Serna et al., 2022] show promise but often require fully labeled
sensitive attributes. Other semi-supervised approaches [Qin, 2020] offer solutions for real-world data scenarios.

The primary objectives are to conduct a comprehensive review of current literature to provide an overview
of existing bias mitigation techniques, and identify gaps for future research. A thorough literature review
will focus on bias mitigation techniques, datasets, and fairness evaluation methods. A reasonable selection of
such systems shall be implemented and evaluated using multiple evaluation metrics. Particularly, ROC curves,
Fairness Discrepancy Rate [de Freitas Pereira and Marcel, 2021], the spread of False Match Rate, and False Non-
Match Rate [Grother, 2022], shall be employed to assess the effectiveness of these techniques. Experiments will
compare the performance of different methods, with networks trained using various approaches and evaluated
across multiple demographics. The expected outcomes include a comprehensive understanding of current bias
mitigation techniques, identification of the most effective techniques based on multiple evaluation metrics, and
exploration of the possibility of extending them into multiple demographic scenarios.

Requirements

• A reasonable understanding of deep neural networks and their learning processes.

• Programming experience in Python and a deep learning framework, preferably PyTorch.

• Successfully passed the Deep Learning Course.

• Proficiency in written English.
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